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observational constraints on cosmic HI reionization	

quasar Lyα absorption troughs:���
neutral IGM at z~6	


CMB polarization anisotropy:���
ionized IGM at z~<17? ->6-10	


Fan et al. ‘01, Becker et al. ‘01	
 Kogut et al. ‘03	
gradual from z~20 → 6?	

Ciardi et al. ‘03, Chiu et al. ‘03…	


two epoch at z~16&~6?	
Cen ‘03, Wyithe & Loeb ‘03…	
When? How?	


massive PopII/Pop III stars?	

Madau et al. ‘03, Ricotti & Ostriker ‘03…	

mini-quasars?	
What?	


What consequences?	
 quenching/evaporation of dwarf galaxies?	

Barkana & Loeb ‘00…	


Kogut+ 03 (WMAP1)	


Fan+ 01	




HeII Lyα absorption troughs: end of He reionization at z~3	

Worseck+ 11	


HeII reionized at z~3	

quasars important for UV EBL!	


ionization energy:	

HeI – 24.6 eV	

 near-simultaneous with	

 H reionization (massive stars?) 	

HeII – 54.4 eV    quasars only!	




dispersion measure for IGM with H+He	


see also Zheng+ 14	

Deng & Zhang 14	
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NB	

Ioka 03: H only, no He	

Inoue 04: H+HeII,	

                but no HeIII	


updated from	

Inoue 04 �

FRB 160102: DM=2596 pc cm-3 -> z=2.5 (not z=2.1!)	

                       assuming DMlocal~100-200, z~2.3-2.4	

approaching epoch of HeII reionization	




E. Giallongo et al.: Faint AGNs at z > 4 in the CANDELS GOODS-S field

Fig. 5. Cosmic ionizing emissivity by AGNs as a function of redshift
assuming 〈 f 〉 = 1. Black squares are from our sample. The red continu-
ous curve is from the Haardt & Madau (2012) model. The long dashed
curve is from the Giallongo et al. (2012) model.

Fig. 6. Cosmic ionizing photoionization rate Γ−12 in units of 10−12 s−1

produced by AGNs as a function of redshift assuming 〈 f 〉 = 1. Black
filled squares represent the predicted contribution by faint AGNs from
the GOODS-S sample. Other small red symbols are the values inferred
from the ionization status of the IGM as derived from the Lyman-α
forest analysis in high-z QSO spectra.

the assumption of a high escape fraction of ionizing photons for
the global AGN population, including the X-ray absorbed AGN
fraction. Finally we discuss the implications that an ionizing
AGN population at very high redshift would have for an early
HeII reionization of the IGM.

6.1. Redshift reliability

Concerning the reliability of the derived redshift distribution in
our sample we should note that the evaluation of the photometric
redshifts becomes progressively more uncertain for fainter
sources with featureless SEDs. For this reason we have shown
in the Appendix the probability redshift distributions PDF(z) for
our candidates. In this context, as already stated, the estimate
of photometric redshifts for sources at z > 4 mainly relies on
the statistical significance of the Lyman-α forest (<1216 Å) and
Lyman break at 912 Å rest frame wavelength. In fact, the ex-
pected escaping Lyman continuum emission from the sources,
even assuming 〈 f 〉 $ 1, would be strongly depressed by IGM
absorption causing a flux dropout. As a consequence, the red-
shift uncertainty at z = 5−6 is related to the flux dropouts near
the Lyman-α and Lyman edge almost independently of the as-
sumed galaxy or AGN spectral library. Our assumption is cor-
roborated by the good agreement we found between the five
available spectroscopic redshifts and the photometric estimates
of the CANDELS catalogue. It is clear, however, that in cases
where the spectrum is particularly steep the evidence for the
presence of a Lyman break weakens, increasing consequently
the uncertainty in the redshift estimate. This is particularly true
for some of the z > 5 objects. We have already excluded object
29 323 from the LF analysis because of its peculiar SED and
PDF(z). Thus, five sources have been used for the LF estimate in
the highest redshift bin, among them 20 765, 28 476, and 33 160
have the most uncertain redshift estimates as shown in Fig. A.1.
To get a rough estimate of the uncertainties involved in the de-
rived volume densities of faint AGNs at z > 5 we have repeated
the estimate of the luminosity function at the highest redshift bin
excluding these sources. Two of them are the only sources in the
faintest and brightest LF bins (M1450 = −19 and M1450 = −21)
that would be removed. We have indicated with different sym-
bols these uncertain LF bins. Two sources remain in the LF bin
at M1450 = −20 slightly decreasing the average volume densities
by−0.1 to logφ = −4.8. This value would still be consistent with
the double power law extrapolation adopted to estimate the UV
emissivity. Finally, we note that some of these sources are rela-
tively bright at 8 microns, but this by no means represents a prior
against a high redshift solution for the estimated redshift. One of
the best studied X-ray absorbed faint AGNs in our catalogue,
273 (e.g. Vanzella et al. 2008), which has also been observed
by ALMA (Gilli et al. 2014), has a robust spectroscopic redshift
at z = 4.76 and an 8 micron apparent AB magnitude of 21.5.
Source 14 800 at spectroscopic redshift z = 4.82 also shows a
relatively bright IRAC continuum at levels of 22.5.

Very recently Weigel et al. (2015) searched for z > 5 AGNs
in the same GOODS-S field using almost the same CANDELS
dataset and found no convincing AGN candidates. The differ-
ent result depends on their adopted procedure. They looked for
z > 5 sources starting from the Xue et al. (2011) X-ray selected
catalogue, looking for plausible optical drop-outs and/or photo-
metric redshifts in the CANDELS images. Our sample is based
on NIR selection in the H band and reaches fainter X-ray fluxes
than the Xue et al. (2011) catalogue. Moreover photometric red-
shifts in our sample have been obtained from the CANDELS
multiwavelength catalogue derived from the B to the 8-micron
Spitzer band that included careful Spitzer deblended photome-
try. As an example one source in our sample (9713, not included
in the Xue et al. 2011 sample) has a spectroscopic confirmation
at z = 5.7. In our sample of 22 AGN candidates only two are in
common with the Xue et al. (2011) catalogue with an estimated
redshift z > 5. One of the two, 29323 (X156), has already been
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Planck Collaboration: Planck constraints on reionization history

Fig. 4. Left: Evolution of the ionization fraction for several functions, all having the same optical depth, ⌧ = 0.06: green and blue are
for redshift-symmetric instantaneous (�z = 0.05) and extended reionization (�z = 0.7), respectively; red is an example of a redshift-
asymmetric parameterization; and light blue and magenta are examples of an ionization fraction defined in redshift bins, with two
bins inverted between these two examples. Right: corresponding EE power spectra with cosmic variance in grey. All models have
the same optical depth ⌧ = 0.06 and are essentially indistinguishable at the reionization bump scale.

panded around a given fiducial model for CEE
` . Moreover, the po-

tential bias on the ⌧ measurement when analysing a more com-
plex reionization history using a simple sharp transition model
(Holder et al. 2003; Colombo & Pierpaoli 2009) is considerably
reduced for the (lower) ⌧ values as suggested by the Planck re-
sults. Consequently, we do not consider the non-parametric ap-
proach further.

4. Measuring reionization observables

Reionization leaves imprints in the CMB power spectra, both
in polarization at very large scales and in intensity via the sup-
pression of TT power at higher `. Reionization also a↵ects the
kSZ e↵ect, due to the re-scattering of photons o↵ newly liberated
electrons.

4.1. Large-scale CMB polarization

Thomson scattering between the CMB photons and free elec-
trons generates linear polarization from the quadrupole moment
of the CMB radiation field at the scattering epoch. This occurs
at recombination and also during the epoch of reionization. Re-
scattering of the CMB photons at reionization generates an ad-
ditional polarization anisotropy at large angular scales, because
the horizon size at this epoch subtends a much larger angular
size. The multipole location of this additional anisotropy (essen-
tially a bump) in the EE and T E angular power spectra relates to
the horizon size at the new “last-rescattering surface” and thus
depends on the redshift of reionization. The height of the bump
is a function of the optical depth or, in other words, of the history
of the reionization process. Such a signature (i.e., a polarization
bump at large scales) was first observed by WMAP, initially in
the T E angular power spectrum (Kogut et al. 2003), and later in
combination with all power spectra (Hinshaw et al. 2013).

In Fig. 3 we show for the “instantaneous” reionization case
(specifically the redshift-symmetric parameterization with �z =
0.5) power spectra for the E-mode polarization power spec-
trum CEE

` and the temperature-polarization cross-power spec-
trum CT E

` . The curves are computed with the CLASS Boltzmann

solver (Lesgourgues 2011) using ⌧ values ranging from 0.04 to
0.08. For the range of optical depth considered here and given
the amount of cosmic variance, the T E spectrum has only a
marginal sensitivity to ⌧, while in EE the ability to distinguish
di↵erent values of ⌧ is considerably stronger.

In Fig. 4 (left panel), the evolution of the ionized fraction
xe during the EoR is shown for five di↵erent parameterizations
of the reionization history, all yielding the same optical depth
⌧ = 0.06. Despite the di↵erences in the evolution of the ioniza-
tion fraction, the associated CEE

` curves (Fig. 4, right panel) are
almost indistinguishable. This illustrates that while CMB large-
scale anisotropies in polarization are only weakly sensitive to the
details of the reionization history, they can nevertheless be used
to measure the reionization optical depth, which is directly re-
lated to the amplitude of the low-` bump in the E-mode power
spectrum.

We use the Planck data to provide constraints on the
Thomson scattering optical depth for “instantaneous” reioniza-
tion. Figure 5 shows the posterior distributions for ⌧ obtained
with the di↵erent data sets described in Sect. 2 and compared
to the 2015 PlanckTT+lowP results (Planck Collaboration XIII
2016). We show the posterior distribution for the low-` Planck
polarized likelihood (lollipop) and in combination with the
high-` Planck likelihood in temperature (PlanckTT). We also
consider the e↵ect of adding the SPT and ACT likelihoods
(VHL) and the Planck lensing likelihood, as described in
Planck Collaboration XV (2016).

The di↵erent data sets show compatible constraints on the
optical depth ⌧. The comparison between posteriors indicates
that the optical depth measurement is driven by the low-` like-
lihood in polarization (i.e., lollipop). The Planck constraints
on ⌧ for a ⇤CDM model when considering the standard “instan-
taneous” reionization assumption (symmetric model with fixed
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larger no. of faint AGN?	
 lower τe from CMB anisotropy	

-> lower z of H reionization	


effective optical depths in two contiguous redshift bins
( � �z3.10 3.18), possibly continuing to lower redshifts that
were excised due to geocoronal residuals. Other sightlines (e.g.,
SDSSJ2346−0016) show complete Gunn–Peterson troughs at
the same redshifts. This indicates that part of the spread in the
data is due to large-scale variance between the sightlines.

Figure 5 shows the 4 sightlines covering � �z3.34 3.5.
Half of the redshift bins have �U 4eff,He II , although all
sightlines are sensitive to �U 5eff,He II . Again we see a strong
sightline-to-sightline variance, with the highest effective optical
depths measured toward SDSSJ2346−0016, whereas the
absorption in two sightlines remains low (SDSSJ1319+5202
and SDSSJ1711+6052). Our Lyα effective optical depths are
in good agreement with inferences from He II Lyβ absorption at
these redshifts (Syphers et al. 2011). The lowest He II effective
optical depth at �z 3.3 is robustly measured in a flux spike in
the SDSSJ1319+5202 sightline at �z 3.44. Again we see
that the He II transmission occurs on smaller scales than our
% �z 0.04 redshift windows ( 1Ez 0.02 corresponding to 14
proper Mpc at �z 3.44). The other four detections occurring in
the sightlines to SDSSJ1319+5202 and SDSSJ1711+6052
are closer to the sensitivity limit, meaning that some of them
may be Poisson background fluctuations ( - -P0.001 0.043).
Large-scale underestimates of the background are unlikely, as
strong background oversubtractions would occur in other
regions. Consistency with a Poisson background fluctuation
(i.e., �P 0.01 for all four values) would require local
increases of the mean background by more than its estimated
1.6%–3.2% uncertainty (Appendix B.4). We conclude that
Poisson background fluctuations cannot entirely account for
these measurements.

Only two sightlines in our sample probe �z 3.5. Given the
large observed variance in Ueff,He II at �z 3, it is extremely
difficult to draw firm conclusions on the redshift evolution of
the He II absorption at the highest redshifts. Moreover, the

decreasing instrument sensitivity at the corresponding wave-
lengths λ>1350Å combined with the faintness of the targets
results in low sensitivity to high Ueff,He II values, some of which
can be seen already at �z 3.4. Statistically robust constraints
on the redshift evolution of the He II effective optical depth at
�z 3.5 will require a larger sample of He II sightlines observed

at high S/N. Analysis of our recently obtained sample of three
�z 3.6 sightlines is forthcoming (Program 13875).
We may compare the Ueff,He II distributions with redshift to

test statistically for evolution in the He II opacity. The median
value of Ueff,He II is not well defined at �z 3 due to the frequent
sensitivity limits and limited statistics. In an attempt to better
sample the underlying distribution of Ueff,He II at a given redshift,
we assumed that contiguous % �z 0.04 redshift bins of the
same sightline are independent, a strong approximation given
the significant correlation between neighboring redshift bins,
especially at �z 3. The median Ueff,He II increases gradually
from 1.94 at �z 2.70 (19 measurements at � �z2.66 2.74)
to 5.17 at �z 3.4 (10 measurements at � �z3.34 3.50),
although the latter is poorly constrained to the highest robustly
measured Ueff,He II value (50% of the data are sensitivity limits).
Nevertheless, this result highlights the trend described above:
the effective He II Lyα opacity increases monotonically from
�z 2.4 to �z 3.4 by a factor of 2–3.
Armed with our statistical formalism to estimate the signal

significance, we combined the sightlines to estimate the overall
significance of any residual flux. While this dilutes the
significance of individual detections, it also averages out
individual background errors. For both high-redshift intervals

� �z3.06 3.26 and � �z3.34 3.50, the probability that all
measured counts above the background are caused by Poisson
background fluctuations is very small ( � �P 10 7 and
� q �P 2 10 6, respectively). At � �z3.34 3.50 the flux

spike in SDSSJ1319+5202 dominates the signal. Discarding

Figure 3. He II effective optical depth Ueff,He II vs. redshift for 17 He II sightlines in identical redshift bins of% �z 0.04 (x10 proper Mpc at _z 3), discovered in our
Cycle17 survey (Figure 1) or reanalyzed from the HST archive (Figure 2). The measured Ueff,He II values are plotted as black circles with error bars distinguishing
statistical errors due to Poisson count statistics (black, double-sided T1 errors corresponding to a confidence level of 68.26%) and additional systematic errors from
background uncertainties (gray). For clarity, the data are plotted slightly offset with respect to the identical bin centers and total error bars smaller than the symbol size
have been omitted. For every measurement we also plot the T1 instrumental sensitivity limit (red horizontal dashes), which we adopt as measured values (arrow
symbols) if the upper confidence level includes infinite Ueff,He II or if the signal is formally negative ( �P 0.1587). Overplotted are predictions from a semianalytic
model of a reionized IGM matching low-redshift observations with two representative n nHe HII I ratios of 60 and 200 (green lines), and results evaluated in% �z 0.04
bins from a numerical simulation by McQuinn et al. (2009) in which He II reionization finishes at �z 2.7reion (blue; solid: median Ueff,He II, dashed: T1 deviation).
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4 Mitra, Choudhury & Ferrara

(McQuinn 2016; D’Aloisio et al. 2016). Thus, it would be inter-
esting to see what sources could support such an early reionization
within our semi-analytic formalism.

The observed values of ⌧e↵,HeII along different sightlines
show a large scatter particularly at z & 3 (Worseck et al. 2016).
In order to adapt them into our likelihood analysis, we have binned
the data points within redshift intervals of z = 0.2 and calculated
the mean. The errors are calculated using the extreme values of
⌧e↵,HeII along different lines of sight.

The inclusion of the ⌧e↵,HeII would imply additional calcula-
tions in our theoretical model. We briefly summarize the additional
steps which have been included for this purpose, the details can be
found in Choudhury & Ferrara (2005).

• As in the case of hydrogen reionization, we assume the He II

in the low-density � < �crit,HeII to be ionized first, where
�crit,HeII is the critical overdensity similar to the �crit used for
hydrogen reionization. It is essentially determined by the mean sep-
aration between helium ionizing sources and can, in principle, be
different from �crit. However, we find that our results are relatively
insensitive to the exact chosen value of �crit,HeII, hence we avoid
introduction of one more free parameter in our model and simply
use �crit,HeII = �crit.
• We use relations analogous to equations (1) and (2) to esti-

mate the mean free path �mfp,HeII for He II ionizing photons. Given
the emissivity ✏⌫ and �mfp,HeII, it is straightforward to calculate
the photoionization rate for He II (assuming �mfp,HeII to be much
smaller than the horizon size, which holds true for z & 2).
• We evolve the average fraction of different ionization states

of helium, along with that of hydrogen and the temperature, which
can then be used for calculating the Ly↵ optical depth ⌧HeII for
helium. The effective optical depth is simply obtained from the av-
erage value of the corresponding transmitted flux and is given by

⌧e↵,HeII = � ln
⌦
e�⌧HeII

↵
. (5)

3 RESULTS: MCMC CONSTRAINTS

We perform an MCMC analysis over all the parameter space
{✏II,�0,�crit,�} using the above mentioned datasets. We employ
a code based on the publicly available COSMOMC (Lewis & Bri-
dle 2002) code and run a number of separate chains until the usual
Gelman and Rubin convergence criterion is satisfied. This method
based on the MCMC analysis has already been developed in our
previous works (Mitra et al. 2011, 2012, 2015).

While presenting the results, we clearly distinguish between
two cases: (i) “without He II data” where we obtain constraints us-
ing only hydrogen reionization data (Section 2.2), and (ii) “with
He II data” where we include the ⌧e↵,HeII data as well (Section
2.3). This is done to emphasize the significance of the He II reion-
ization data in constraining the QSO emissivity models.

The results from our current MCMC analysis for these two
models are summarized in Table 1, where the first four rows are for
the free parameters of the model and the last one (⌧el) corresponds
to the derived parameter. For comparison, we also show here H07
(� = �0.27) and MH15 (� = �0.01) cases. For that, we fix the
�crit = 60 (following our earlier works) and choose some combi-
nation of ✏II and �0 (without running the MCMC) so that they can
reasonably match the observed datasets for photoionization rates,
redshift evolution of LLSs and also produce ⌧el which is allowed
by Planck 2016. We have plotted the MCMC constraints on the

Figure 1. MCMC constraints on ionizing comoving AGN emissivity for
two different cases: (i) without taking He II data - white dashed lines for
best-fit result with orange shaded region around it for 2-� C.L., (ii) with
He II data - solid blue curve for the best-fit with shaded cyan region for
2-� limits. The H07 (or � = �0.27) and MH15 (or � = �0.01) mod-
els are also shown here by dotted and dot-dashed curves respectively.The
black points with errorbars are the observed data inferred from QLFs by
Giallongo et al. (2015).

comoving AGN emissivities in Fig. 1 and the other quantities of
interest in Fig. 2. The constraints on the fraction of hydrogen pho-
toionization rates contributed by QSOs (compared to its total, i.e.,
QSOs + galaxies, value) are shown in Fig. 3. For comparison, we
also show the H07 and MH15 models in these three figures.

3.1 Constraints “without He II data”

The 2-� or 95% confidence limits on our model parameters without
He II data are given in the second column of Table 1 and shown
by the shaded orange regions in Figs 1–3. The best-fit model is
shown by the dashed white curves in these figures. We can see from
the table that the data allows a wide range of � values spanning
from ⇠ �4 (signifying that the quasar contributions are almost
negligible at z > 2) to ⇠ 0 (signifying that the quasars dominate
even at higher redshifts and a very little contribution is coming from
galaxies). This is also evident from Fig. 1 where we see that the
shaded orange region is remarkably wide. Both the H07 (dotted
black curve) and MH15 (dot-dashed black curve) cases are well
inside this allowed region at z & 4.

From the MCMC constraints on various quantities related to
reionization shown in Fig. 2, we find that the allowed 2-� confi-
dence limits are relatively narrower for low-z regime and increase
at z & 6. This is expected as most of the datasets used in this work
exist only at low redshifts z 6 6, whereas the higher-z epoch is
poorly constrained (Mitra et al. 2011, 2015). We plot the evolu-
tion of photoionization rates �PI in panel a. The MCMC constraint
obtained is in general agreement with the observational measure-
ments from Bolton & Haehnelt (2007); Becker & Bolton (2013) in
the interval 2 < z < 6. The reionization optical depth for the best-
fit model is in a good agreement with the Planck 2016 data (black
point with errorbar in panel b). We also show the earlier Planck
2015 limit by dotted red lines. In panel c, we plot the evolution of
Lyman-limit systems which again matches the observational data
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Parameters best-fit with 95% C.L. fixed �-model (No MCMC)
without He II data with He II data H07 (� = �0.27) MH15 (� = �0.01)

� �0.04 [�3.69, 0.0] �0.20 [�0.56,�0.04] �0.27 �0.01
✏II ⇥ 103 2.74 [0.88, 4.94] 3.75 [2.50, 4.93] 3.30 1.50
�0 3.46 [1.73, 7.21] 2.42 [1.74, 5.20] 3.85 4.96
�crit 58.75 [24.59, 59.98] 52.63 [25.42, 59.96] 60.0 60.0
⌧el 0.062 [0.056, 0.074] 0.064 [0.058, 0.070] 0.062 0.061

Table 1. Best-fit value and 95% C.L. errors of the model parameters (above four) and derived parameter (bottom row) obtained from the current MCMC
analysis for two cases: with and without He II data. We also show the H07 and MH15 models with � = �0.27 and �0.01 respectively, where we fix
�crit = 60 and choose some ✏II and �0 so that they can fairly match all the datasets considered here for hydrogen reionization.

Figure 2. The MCMC constraints on various quantities related to reionization. Different panels indicate: (a) hydrogen photoionization rates �PI, (b) electron
scattering optical depth ⌧el, (c) redshift evolution of Lyman-limit systems dNLL/dz, (d) effective He II Ly↵ optical depth ⌧e↵,HeII (e) volume filling factor
of ionized hydrogen QHII, (f) neutral hydrogen fraction xHI(z), (g) He III ionized volume filling factor QHeIII and (h) global He II fraction xHeII. The
solid blue and dashed white lines correspond to the mean evolution obtained from the models with He II data and without He II data respectively. The shaded
regions refer to the 2-� confidence limits around the mean value for the corresponding models. The black points with errorbars are the current observational
limits on reionization, see the main text for references. For comparison, we also plot the H07 (i.e. � = �0.27) and MH15 (� = �0.01) models.

points at 2 < z < 6 quite reasonably for the constraints obtained.
From the evolution of volume filling factor QHII of H II regions
(panel e) and the global neutral hydrogen fraction xHI (panel f),
we find that the hydrogen reionization history is reasonably well
constrained, in spite of the quasar emissivity being allowed to take
such wide range of values. This is because any variation in � is
appropriately compensated by a similar change in ✏II making sure
that the models agree with the observations. In fact, the allowed
range of ✏II, as can be seen from Table 1, is also quite wide be-
tween ⇠ 9 ⇥ 10�4� ⇠ 5 ⇥ 10�3. We also find that the model
can match the current observed constraints on xHI quite reason-
ably within their errorbars. Note that the match is quite impressive,
given the fact that we did not include these datasets, except the
McGreer et al. (2015) data at z ⇠ 5 � 6, as constraints in the
current analysis. The observational limits (black points) are taken
from various measurements by Fan et al. (2006) (filled circle), Mc-
Greer et al. (2015) (open triangle), Totani et al. (2006); Chornock
et al. (2013) (filled triangle), Bolton et al. (2011); Schroeder et al.

(2013) (filled diamond), Ota et al. (2008); Ouchi et al. (2010) (open
square), Schenker et al. (2014) (filled square).

Moving on to quantities related to He II reionization, we plot
the effective optical depth ⌧e↵,HeII in panel d. The points with er-
ror bars are from Worseck et al. (2016), binned appropriately for the
MCMC analysis. Note that, these data points are not taken into ac-

count for the results presented in this subsection. Clearly, ignoring
these data points lead to the 2-� allowed regions that are consider-
ably wide which is also related to the fact that � is allowed to take a
wide range of values. We show the evolution of He III ionized vol-
ume fraction QHeIII and the global He II fraction xHeII in panels
g and h, respectively. The case QHeIII = 1 implies that helium is
doubly reionized, and the xHeII in that case is determined by the
residual He II fraction in the He III regions. The global He II reion-
ization history mainly depends on the contribution from QSOs and
thus leaves a distinguishing features for different � models - higher
the value of �, earlier the He II reionization occurs. The best-fit
model without He II data or the AGN-dominated MH15 model in-
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Parameters best-fit with 95% C.L. fixed �-model (No MCMC)
without He II data with He II data H07 (� = �0.27) MH15 (� = �0.01)

� �0.04 [�3.69, 0.0] �0.20 [�0.56,�0.04] �0.27 �0.01
✏II ⇥ 103 2.74 [0.88, 4.94] 3.75 [2.50, 4.93] 3.30 1.50
�0 3.46 [1.73, 7.21] 2.42 [1.74, 5.20] 3.85 4.96
�crit 58.75 [24.59, 59.98] 52.63 [25.42, 59.96] 60.0 60.0
⌧el 0.062 [0.056, 0.074] 0.064 [0.058, 0.070] 0.062 0.061

Table 1. Best-fit value and 95% C.L. errors of the model parameters (above four) and derived parameter (bottom row) obtained from the current MCMC
analysis for two cases: with and without He II data. We also show the H07 and MH15 models with � = �0.27 and �0.01 respectively, where we fix
�crit = 60 and choose some ✏II and �0 so that they can fairly match all the datasets considered here for hydrogen reionization.

Figure 2. The MCMC constraints on various quantities related to reionization. Different panels indicate: (a) hydrogen photoionization rates �PI, (b) electron
scattering optical depth ⌧el, (c) redshift evolution of Lyman-limit systems dNLL/dz, (d) effective He II Ly↵ optical depth ⌧e↵,HeII (e) volume filling factor
of ionized hydrogen QHII, (f) neutral hydrogen fraction xHI(z), (g) He III ionized volume filling factor QHeIII and (h) global He II fraction xHeII. The
solid blue and dashed white lines correspond to the mean evolution obtained from the models with He II data and without He II data respectively. The shaded
regions refer to the 2-� confidence limits around the mean value for the corresponding models. The black points with errorbars are the current observational
limits on reionization, see the main text for references. For comparison, we also plot the H07 (i.e. � = �0.27) and MH15 (� = �0.01) models.

points at 2 < z < 6 quite reasonably for the constraints obtained.
From the evolution of volume filling factor QHII of H II regions
(panel e) and the global neutral hydrogen fraction xHI (panel f),
we find that the hydrogen reionization history is reasonably well
constrained, in spite of the quasar emissivity being allowed to take
such wide range of values. This is because any variation in � is
appropriately compensated by a similar change in ✏II making sure
that the models agree with the observations. In fact, the allowed
range of ✏II, as can be seen from Table 1, is also quite wide be-
tween ⇠ 9 ⇥ 10�4� ⇠ 5 ⇥ 10�3. We also find that the model
can match the current observed constraints on xHI quite reason-
ably within their errorbars. Note that the match is quite impressive,
given the fact that we did not include these datasets, except the
McGreer et al. (2015) data at z ⇠ 5 � 6, as constraints in the
current analysis. The observational limits (black points) are taken
from various measurements by Fan et al. (2006) (filled circle), Mc-
Greer et al. (2015) (open triangle), Totani et al. (2006); Chornock
et al. (2013) (filled triangle), Bolton et al. (2011); Schroeder et al.

(2013) (filled diamond), Ota et al. (2008); Ouchi et al. (2010) (open
square), Schenker et al. (2014) (filled square).

Moving on to quantities related to He II reionization, we plot
the effective optical depth ⌧e↵,HeII in panel d. The points with er-
ror bars are from Worseck et al. (2016), binned appropriately for the
MCMC analysis. Note that, these data points are not taken into ac-

count for the results presented in this subsection. Clearly, ignoring
these data points lead to the 2-� allowed regions that are consider-
ably wide which is also related to the fact that � is allowed to take a
wide range of values. We show the evolution of He III ionized vol-
ume fraction QHeIII and the global He II fraction xHeII in panels
g and h, respectively. The case QHeIII = 1 implies that helium is
doubly reionized, and the xHeII in that case is determined by the
residual He II fraction in the He III regions. The global He II reion-
ization history mainly depends on the contribution from QSOs and
thus leaves a distinguishing features for different � models - higher
the value of �, earlier the He II reionization occurs. The best-fit
model without He II data or the AGN-dominated MH15 model in-
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semi-analytic model with stars+QSOs	

strong constraints from HeII τeff inferred	
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(McQuinn 2016; D’Aloisio et al. 2016). Thus, it would be inter-
esting to see what sources could support such an early reionization
within our semi-analytic formalism.

The observed values of ⌧e↵,HeII along different sightlines
show a large scatter particularly at z & 3 (Worseck et al. 2016).
In order to adapt them into our likelihood analysis, we have binned
the data points within redshift intervals of z = 0.2 and calculated
the mean. The errors are calculated using the extreme values of
⌧e↵,HeII along different lines of sight.

The inclusion of the ⌧e↵,HeII would imply additional calcula-
tions in our theoretical model. We briefly summarize the additional
steps which have been included for this purpose, the details can be
found in Choudhury & Ferrara (2005).

• As in the case of hydrogen reionization, we assume the He II

in the low-density � < �crit,HeII to be ionized first, where
�crit,HeII is the critical overdensity similar to the �crit used for
hydrogen reionization. It is essentially determined by the mean sep-
aration between helium ionizing sources and can, in principle, be
different from �crit. However, we find that our results are relatively
insensitive to the exact chosen value of �crit,HeII, hence we avoid
introduction of one more free parameter in our model and simply
use �crit,HeII = �crit.
• We use relations analogous to equations (1) and (2) to esti-

mate the mean free path �mfp,HeII for He II ionizing photons. Given
the emissivity ✏⌫ and �mfp,HeII, it is straightforward to calculate
the photoionization rate for He II (assuming �mfp,HeII to be much
smaller than the horizon size, which holds true for z & 2).
• We evolve the average fraction of different ionization states

of helium, along with that of hydrogen and the temperature, which
can then be used for calculating the Ly↵ optical depth ⌧HeII for
helium. The effective optical depth is simply obtained from the av-
erage value of the corresponding transmitted flux and is given by

⌧e↵,HeII = � ln
⌦
e�⌧HeII

↵
. (5)

3 RESULTS: MCMC CONSTRAINTS

We perform an MCMC analysis over all the parameter space
{✏II,�0,�crit,�} using the above mentioned datasets. We employ
a code based on the publicly available COSMOMC (Lewis & Bri-
dle 2002) code and run a number of separate chains until the usual
Gelman and Rubin convergence criterion is satisfied. This method
based on the MCMC analysis has already been developed in our
previous works (Mitra et al. 2011, 2012, 2015).

While presenting the results, we clearly distinguish between
two cases: (i) “without He II data” where we obtain constraints us-
ing only hydrogen reionization data (Section 2.2), and (ii) “with
He II data” where we include the ⌧e↵,HeII data as well (Section
2.3). This is done to emphasize the significance of the He II reion-
ization data in constraining the QSO emissivity models.

The results from our current MCMC analysis for these two
models are summarized in Table 1, where the first four rows are for
the free parameters of the model and the last one (⌧el) corresponds
to the derived parameter. For comparison, we also show here H07
(� = �0.27) and MH15 (� = �0.01) cases. For that, we fix the
�crit = 60 (following our earlier works) and choose some combi-
nation of ✏II and �0 (without running the MCMC) so that they can
reasonably match the observed datasets for photoionization rates,
redshift evolution of LLSs and also produce ⌧el which is allowed
by Planck 2016. We have plotted the MCMC constraints on the

Figure 1. MCMC constraints on ionizing comoving AGN emissivity for
two different cases: (i) without taking He II data - white dashed lines for
best-fit result with orange shaded region around it for 2-� C.L., (ii) with
He II data - solid blue curve for the best-fit with shaded cyan region for
2-� limits. The H07 (or � = �0.27) and MH15 (or � = �0.01) mod-
els are also shown here by dotted and dot-dashed curves respectively.The
black points with errorbars are the observed data inferred from QLFs by
Giallongo et al. (2015).

comoving AGN emissivities in Fig. 1 and the other quantities of
interest in Fig. 2. The constraints on the fraction of hydrogen pho-
toionization rates contributed by QSOs (compared to its total, i.e.,
QSOs + galaxies, value) are shown in Fig. 3. For comparison, we
also show the H07 and MH15 models in these three figures.

3.1 Constraints “without He II data”

The 2-� or 95% confidence limits on our model parameters without
He II data are given in the second column of Table 1 and shown
by the shaded orange regions in Figs 1–3. The best-fit model is
shown by the dashed white curves in these figures. We can see from
the table that the data allows a wide range of � values spanning
from ⇠ �4 (signifying that the quasar contributions are almost
negligible at z > 2) to ⇠ 0 (signifying that the quasars dominate
even at higher redshifts and a very little contribution is coming from
galaxies). This is also evident from Fig. 1 where we see that the
shaded orange region is remarkably wide. Both the H07 (dotted
black curve) and MH15 (dot-dashed black curve) cases are well
inside this allowed region at z & 4.

From the MCMC constraints on various quantities related to
reionization shown in Fig. 2, we find that the allowed 2-� confi-
dence limits are relatively narrower for low-z regime and increase
at z & 6. This is expected as most of the datasets used in this work
exist only at low redshifts z 6 6, whereas the higher-z epoch is
poorly constrained (Mitra et al. 2011, 2015). We plot the evolu-
tion of photoionization rates �PI in panel a. The MCMC constraint
obtained is in general agreement with the observational measure-
ments from Bolton & Haehnelt (2007); Becker & Bolton (2013) in
the interval 2 < z < 6. The reionization optical depth for the best-
fit model is in a good agreement with the Planck 2016 data (black
point with errorbar in panel b). We also show the earlier Planck
2015 limit by dotted red lines. In panel c, we plot the evolution of
Lyman-limit systems which again matches the observational data
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IGM dispersion measure with reionization by stars+quasars	


xe=[1-YHe(xHII)+(YHe/4)(xHeII+2xHeIII)]	
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Fast Radio Burst Science Jean-Pierre Macquart

Another method of exploring the baryon distribution involves stacking FRBs based on their
angular proximity to galaxies in order to measure the mean baryon profile of galaxies to large radii
(McQuinn 2014). This technique requires sub-arcminute (or better) localization of each FRB.

Figure 1: Possible probability distributions of FRB dispersion measures for bursts located at z = 1. The
distribution depends on how the baryons are distributed near the halos of galaxy clusters along the line of
sight. The more diffuse the gas, the more concentrated is the probability density around its central value.
Here, strong feedback corresponds to a scenario in which the baryonic extent of each galaxy cluster halo
extends to 2 virial radii, while the weak feedback corresponds to one in which the halo extends to only half
the cluster virial radius. (See McQuinn (2014) for more details.)

2.2 Cosmic Rulers

Measurements of Type Ia SNe out to z ∼ 1.5 have been used to determine the dark energy
content of the Universe. The opportunity exists to make much more detailed measurements of the
geometry of the Universe using impulsive transients at redshifts > 2, where their DM contribution
is dominated by the IGM. FRBs are much brighter relative to telescope sensitivity than Type Ia
SNe and are potentially easily detectable to much higher redshifts, especially with high-sensitivity,
wide-field telescopes. FRBs offer access to the dark energy equation of state parameter w(z) = p/ρ
(Zhou et al. 2014).

The basis for using transients as cosmic rulers is that its average DM at a redshift z depends
on the geometry of the Universe in a specific manner. Transients are usable as cosmic rulers in the
sense that a comparison of their DM to their redshift, when coupled with a model for the average
electron density of the Universe as a function of redshift, enables one to measure the time of flight
of the photons and hence the path length. It is in this sense that transients represent cosmic rulers3.

3The essence of the argument is that, in the integral over path length
∫

nedl, one writes dl = cdt = c|dt/dz|dz.
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Figure 1. Top panel: the average number of halos above the specified mass
thresholds that a sightline intersects within 1rvir. Bottom panel: the mean
dispersion measure (solid curve) as well as the standard deviation in its value
for the considered models (other curves).
(A color version of this figure is available in the online journal.)

For this curve and subsequent analytic calculations, we take all
of the cosmic baryons to be in a diffuse, fully ionized phase.

The sightline-to-sightline scatter in DM(z) primarily owes
to scatter in the number of collapsed systems that a sightline
encounters. The top panel of Figure 1 shows the number of
halos above the specified halo mass thresholds that the average
sightline intersects within 1rvir. For a sightline with zs = 1, on
average it intersects N (mh) = 1, 3, 10, and 20 halos with mh
greater than 1013, 1012, 1011, and 1010 M!, respectively. The
fraction of the dark matter that resides in halos above these
masses is f = 0.19, 0.30, 0.39, and 0.46 at z = 0 (f = 0.07,
0.16, 0.26, 0.33 at z = 1). Halos with mh < 1010 M! are
below the Jeans’ mass of the IGM and, therefore, unlikely to be
overdense in gas.

The sightline-to-sightline variance in DM(zs) is given by

σ 2[DM] =
∫ zs

0

c dz1

a1H (z1)

∫ zs

0

c dz2

a2H (z2)
ρ̄2

e (0) 〈δe(z1)δe(z2)〉 ,

≈
∫ zs

0

c dz

H (z)
(1 + z)2ρ̄2

e (0)
∫

d2k⊥

(2π )2
Pe(k⊥, z),

where an = (1 + zn)−1, ρ̄e(z) is the mean electron number
density, δe(z) is the electron overdensity, Pe(k, z) = 〈|δ̃e(k, z)2|〉
is its spatial three-dimensional power spectrum, tildes denote the
Fourier dual in the convention where 2π ’s appear only under
dk’s, and 〈. . .〉 indicates an ensemble average.

To calculate Pe and hence σ 2[DM], we consider three models
(ordered in increasing sophistication) for halos’ gas profile of
the ionized baryons:

1. The baryons associated with mh > 1010 M! halos are
distributed as a top hat with radius Xrvir, which yields for

each halo a DM at R ' Xrvir of

∆DM = 28 (1 + z)
α2/3

X2

(
mh

1012 M!

)1/3

cm−3 pc.

Here, α is the dark matter density within 1rvir in units of 200
times its cosmic mean. The unassociated baryons (or those
associated with less massive halos) in this model and Model
2 are assumed to trace the linear density field. As long as
they are more diffuse than the baryons associated with the
more massive halos, this assumption has little impact on
our results.

2. The baryons trace the dark matter halo profile above a cer-
tain mass threshold, m∗. Our calculations assume NFW halo
profiles (Navarro et al. 1996) and the concentration–halo
mass relation of Bullock et al. (2001). In addition, we use the
case m∗ = 1013 M! to approximate the Sharma et al. (2012)
model for the intrahalo medium. Sharma et al. (2012) find
that halos with mh > 1013 M! have the potential to retain
most of their gas in a virialized intrahalo medium, whereas
lower mass halos cannot as densities would be required that
are thermally unstable.

3. The baryon distribution in the “swinds” 40 h−1 Mpc,
2 × 5123 particle cosmological simulation of Faucher-
Giguère et al. (2011), which was run with the GADGET-3
SPH code (Springel 2005). This simulation uses the
Springel & Hernquist (2003) galactic wind prescription,
with 2 M! ejected in a 342 km s−1 wind for every 1 M!
of star formation. These parameters were chosen to match
observations of the z = 0 stellar mass function.

We use the standard halo model to calculate Pe for Models 1
and 2, but with the specified baryonic profiles rather than NFW
profiles. The standard halo model approximates correlations in
the cosmological density field as a superstition of the linear
density field correlations (convolved with the halos’ profiles)
plus a Poissonian term that results from internal correlations
within each halo. This ansatz has met much success reproducing
the statistics of the nonlinear dark matter field (see Cooray &
Sheth 2002 for a review). For Model 3, we instead trace skewers
through the simulation volume on the light cone.

The curves in the bottom panel of Figure 1 show our estimates
for σ [DM] in the three baryonic profile models. Model 2 with
m∗ = 1010 M!, annotated as “trace the dark matter,” results in
the largest dispersion, with σ [DM] = 400 cm−3 pc at z = 1.
The other models have reduced dispersion, with the 1rvir top
hat model having the smallest with σ [DM] = 180 cm−3 pc. The
dispersion in the case where the baryons trace NFW halos for
mh > 1013 M! (which mimics the Sharma et al. 2012 model) is
only somewhat smaller than the dark matter tracing case, which
we explain in Section 3. These variances are not only a signal,
but set the noise of the stacking analysis discussed in Section 4.

Our models have ignored the contribution of a disky elec-
tronic component to σ [DM]. There are two justifications for
this omission. First, the disky component is unlikely to con-
tribute significantly to σ [DM]. In the Cordes & Lazio (2002)
model for the Milky Way electron distribution, an r = 18 kpc
thick disk contributes a maximum of 60 cm−3 pc for sightlines
perpendicular to the disk plane, and the thick disk is the largest
contributor to the electronic column everywhere except in the
Galactic Center. Consider a toy model motivated by the Milky
Way thick disk in which all galactic disks have a column of
DMdisk = 100 cm−3 pc. If 10% of zs = 1 sightlines intersect
disks (a factor of a few higher than empirical estimates based on
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FRB DM as probe of missing baryons	

WHIM	

and/or	

CGM?�

Shull+ 12	


sizable variance expected due to LSS	

-> probe distribution of	

    ionized circumgalactic gas �

McQuinn 14	


cross correlation with galaxies �

lines of sight out to z~1 intersect	

sizable number of ~1010 Msun halos	

-> σ(DM) sensitive to abundance 
and baryon distribution of such halos	

-> connection to small-scale issues	

in galaxy formation, e.g. WDM	


-> abundance of	

     small halos �



cold dark matter (CDM): small-scale problems	


high-velocity clouds =	

gas tidally stripped from accreting dark-matter halos?	


Diemand+ 08	

dark halos in	

Galaxy formation simulation	


Blitz+ 99	

Connors+ 06	


dark matter/power spectrum on sub-galactic scales �

Wolf+ 10	


critical mass scale ~107Msun	

                            ~<106 Lsun	


Bode+ 01	


e.g. “missing satellites” compared to simple CDM predictions	

number of simulated subhalos	

vs observed MW satellites	


c.f. 林さん、田中さん�

- astrophysical feedback?	

- modification to CDM: warm dark matter (WDM)?	


CDM � WDM (m=0.35 keV) �

WDM simulation Polisensky & Ricotti 11 �
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dispersion measure: mean and variance with WDM�
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in progress: quantify constraints on mWDM	

prospects for probing small-scale feedback	

prospects for cross correlations with galaxy surveys…	


profile: top hat <Rv	

Mmin=1010 MΘ	

        ~MJ,IGM �

variance computed	

via std. halo model	

as in McQuinn 14	


今後：�mWDMに対する制限の定量化	

           missing satellite問題との関連（WDM解に限らず）	

���������光赤外、X線とのcross correlationの検討	


(missing satellites, core-cusp, too-big-to-fail…)	


- further considerations necessary for variance in fb, different profiles, etc	

- measureable differences expected for mWDM~<1 keV	

   -> perhaps weaker compared to other probes e.g. Lyα forest	

   nevertheless valuable independent probe from structure of ionized IGM	




summary�

- fast radio bursts: 正体不明の新種突発電波源	

��redshiftが測定できるようになれば電離ガスの	

  ユニークなプローブ	


- FRB DMs: potentially unique, new probe of	

  ionized intergalactic baryons	

  -> cosmic reionization of H+He by stars+quasars	

       evolution of faint AGN	

  -> small scale power-spectrum (warm dark matter)	


- need to distinguish δDMIGM~100-200	

  Q: can local DM be constrained to sufficient accuracy?	


Everything I had to know, I heard it on the radio…	


- crucial to include He for quantitative estimates of IGM DM	



